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Abstract 

Background Pooling data from different sources will advance mental health research by providing larger sample 
sizes and allowing cross-study comparisons; however, the heterogeneity in how variables are measured across studies 
poses a challenge to this process.

Methods This study explored the potential of using natural language processing (NLP) to harmonise different mental 
health questionnaires by matching individual questions based on their semantic content. Using the Sentence-BERT 
model, we calculated the semantic similarity (cosine index) between 741 pairs of questions from five questionnaires. 
Drawing on data from a representative UK sample of adults (N = 2,058), we calculated a Spearman rank correlation 
for each of the same pairs of items, and then estimated the correlation between the cosine values and Spearman 
coefficients. We also used network analysis to explore the model’s ability to uncover structures within the data 
and metadata.

Results We found a moderate overall correlation (r = .48, p < .001) between the two indices. In a holdout sample, 
the cosine scores predicted the real-world correlations with a small degree of error (MAE = 0.05, MedAE = 0.04, 
RMSE = 0.064) suggesting the utility of NLP in identifying similar items for cross-study data pooling. Our NLP model 
could detect more complex patterns in our data, however it required manual rules to decide which edges to include 
in the network.

Conclusions This research shows that it is possible to quantify the semantic similarity between pairs of questionnaire 
items from their meta-data, and these similarity indices correlate with how participants would answer the same two 
items. This highlights the potential of NLP to facilitate cross-study data pooling in mental health research. Neverthe-
less, researchers are cautioned to verify the psychometric equivalence of matched items.
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Introduction
There is increased recognition that pooling data from dif-
ferent sources can help us to better understand and treat 
mental health problems [1]. Pooling data has statisti-
cal benefits (e.g. increased sample sizes), and it can also 
help uncover important contextual differences across 
cultures and time [2–4]. In the UK, initiatives such as 
the Catalogue of Mental Health Measures [5], CLOSER 
[6], Datamind [7], and the UK Longitudinal Linkage Col-
laboration (UK LLC) [8] have made it easier than ever for 
researchers to find and pool data from different sources. 
However, in practice most mental health research is con-
ducted in measurement silos, and more often than not 
there are inconsistencies in how variables are measured 
across studies. Indeed, it has been estimated that close to 
300 instruments have been developed to measure depres-
sion alone [9]. Self-report questionnaires, one of the most 
common approaches to measuring mental ill-health, can 
differ markedly on the types of symptoms they enquire 
about, even when supposedly measuring the same disor-
der [10]. Such heterogeneity in measurement can impede 
attempts to pool otherwise comparable datasets.

Retrospective harmonisation is an increasingly popu-
lar solution to this problem. This refers to the process 
by which data from different sources are transformed 
to make them directly comparable [11, 12]. When deal-
ing with mental health questionnaires, one approach is 
to harmonise at the question/item-level. Although ques-
tionnaires can differ considerably on the number and 
nature of questions asked, there is often overlap in the 
semantic content of certain questions (see Table 1 for an 
example of similar items from two different measures). 
By identifying conceptually similar item-pairs, research-
ers can construct bespoke harmonised subscales that can 
be used for cross-study analyses.

Recent attempts to harmonise mental health ques-
tionnaires have largely relied on expert opinion to 

match items from different questionnaires [15, 16]. For 
instance, McElroy et  al. [12] explored trends in child 
mental health using subsets of items from the Rutter 
Behaviour Scales [17] and the Strengths and Difficul-
ties Questionnaire [18]. Two researchers screened the 
instruments independently of one another, and identi-
fied item-pairs they considered conceptually similar. 
Although inter-rater agreement was high (88%), a third 
independent rater served as the decision maker when 
the initial raters disagreed. This process produced a 
final harmonised subset consisting of seven questions 
that were consistent across the two scales (Table  S1), 
and psychometric tests supported the equivalence of 
these items across four different studies.

Although the above results were promising, using 
expert opinion to match items has a number of inher-
ent weaknesses. First, this approach relies on subjec-
tive ratings, and even when multiple raters are used, 
there will likely be some disagreement on which item-
pairs should be included in the harmonised subscales. 
Second, manually harmonising questionnaires can 
become exponentially more challenging as the num-
ber of instruments increases. The rapid development 
and adaptation of natural language processing (NLP) 
technologies offers the chance to increase the speed, 
inter-rater reliability, and replicability with which 
questionnaires are retrospectively harmonised, and 
our research group has developed a free-to-use online 
tool, Harmony [19], for this purpose. Harmony (Fig. 1) 
is built in Python 3.10, and uses the Sentence-BERT 
model [20] to convert the text of each question within a 
scale into a unique numeric vector based on its seman-
tic content. The similarity between two questions is 
then calculated as the distance between their respec-
tive vectors, expressed as the cosine similarity index 
(ranging from -1/ + 1, with values closer to 1 reflecting 
a greater semantic match).

Table 1 Example of similar items from two different scales

a Reverse coding of responses would be required for analysis

Moods and Feelings Questionnaire [13] CES-D [14]

Question Content Question Content

10 I felt lonely 14 I felt lonely

1 I felt miserable or unhappy 18 I felt sad

12 I thought I could never be as good as other people 4 I felt I was just 
as good as other 
 peoplea

7 I found it hard to think properly or concentrate 5 I had trouble 
keeping my 
mind on what I 
was doing

6 I cried a lot 17 I had crying spells
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While Harmony has the potential to be an impor-
tant tool for the pooling of mental health data, it needs 
validation. If Harmony is producing valid matches (i.e. 
matching questions that describe conceptually similar 
experiences or behaviours), we would expect the strength 
of these matches to correspond with the degree to which 
subjects answer questions in the same way (i.e. the 
degree to which subject responses to items would cor-
relate). Therefore, this exploratory study aims to quan-
tify the association between the semantic item-matches 
produced by Harmony and item-pair correlations derived 
from real-world epidemiological data. We also explore 
Harmony’s ability to identify complex underlying struc-
tures (i.e. clusters of strongly related item-pairs) using a 
graph theory approach. Again, we compare the identified 
structure to that found in real-world item-wise correla-
tional data.

Methods
Data
For our correlation analyses, we drew on data from Wave 
6 of the COVID-19 Psychological Research Consortium 
(C19PRC) study [21]. This study began in March 2020 
with the aim of monitoring the psychological, social and 
economic impact of the COVID-19 pandemic in the UK. 
The study initially comprised a nationally representative 

sample of 2,025 adults, with ‘top-up’ participants added 
at later waves. The sixth wave of data collection occurred 
between August and September 2021. At this sweep, 
1,643 participants from earlier waves were re-inter-
viewed, and an additional 415 new respondents were 
surveyed (N = 2,058) and the final sample matched the 
original sample in terms of the quota-based sampling. All 
participants had complete data. The mean age of partici-
pants was 45.92 years (SD = 15.79), 51.9% of the sample 
were female, 87.7% of the sample were of white British/
Irish ethnicity, 57.6% had post-secondary education, 
and 64.2% were in either full-time or part-time employ-
ment. Wave 6 of the C19PRC study was granted ethical 
approval by the University of Sheffield [Reference num-
ber 033759]. The data and meta-data used in this study 
can be found at https:// osf. io/ v2zur/.

Measures
We drew on data from five self-report questionnaires. 
Two of these questionnaires assessed depression, two 
covered anxiety, and one measured symptoms of PTSD.

The Patient Health Questionnaire-9 (PHQ-9) [22] con-
sists of nine questions that align with the DSM-IV crite-
ria for major depressive disorder. Participants were asked 
about the frequency with which they experienced these 
depressive symptoms over the preceding two weeks. 

Fig. 1 Screenshot of Harmony web interface. Cosine similarity indices presented in circles

https://osf.io/v2zur/
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Response options were on a 4-point Likert scale ranging 
from 0 (not at all) to 3 (nearly every day). The psychomet-
ric properties of the PHQ-9 have been extensively docu-
mented [23].

Participants also completed the Generalized Anxiety 
Disorder Scale (GAD-7) [24]. Respondents were asked 
to indicate on a 4-point Likert scale ranging from 0 (not 
at all) to 3 (nearly every day), how frequently they were 
troubled by seven symptoms of anxiety over the preced-
ing two weeks. The reliability and validity of the GAD-7 
has been supported widely evidenced [25].

Two newly developed scales were also administered; 
the International Depression Questionnaire (IDQ) and 
the International Anxiety Questionnaire (IAQ) [26]. 
These scales were designed to align with the ICD‐11 
descriptions of Depressive Episode and Generalized Anx-
iety Disorder. The IDQ consists of nine questions, and 
the IAQ has eight. For both questionnaires, responses 
are indicated on a 5-point Likert scale ranging from 0 
(Never) to 4 (Every day). Initial psychometric work sug-
gests these scales are reliable and valid [26].

The International Trauma Questionnaire (ITQ) [27] 
was used to screen for ICD-11 post-traumatic stress dis-
order (PTSD). The ITQ consists of six questions that can 
be grouped into two-item symptom clusters of Re-expe-
riencing, Avoidance, and Sense of Threat. Participants 
were asked to complete the ITQ as follows: “…in relation 
to your experience of the COVID-19 pandemic, please 
read each item carefully, then select one of the answers 
to indicate how much you have been bothered by that 
problem in the past month”. Responses were indicated 
on a 5-point Likert scale, ranging from 0 (Not at all) to 
4 (Extremely). Three additional questions measure func-
tional impairment caused by the symptoms. The psycho-
metric properties of the ITQ scores have been supported 
in both general population [28] and clinical and high-risk 
[29] samples.

All 39 questions from the five scales, which were used 
as input for our NLP analyses, are presented in the sup-
plementary files (Table S2). All questions were scored in 
the same direction (i.e. higher scores reflected greater 
frequency/severity of symptomatology), therefore no 
reverse coding was required.

Pre-processing
First, using the data from the C19PRC study, we cal-
culated a Spearman rank correlation for each pair of 
questions in the battery. Given there were 39 questions 
in total, this resulted in 741 correlation coefficients 
(39*38/2). Second, we imported the questionnaire con-
tent, in pdf format, into Harmony, which produced a 
semantic similarity score (cosine index) for each of the 
741 item-pairs. We then merged the results from the 

above two steps, creating a simple data set where the 
rows corresponded to item-pairs, and columns corre-
sponded to correlation and cosine values for each item-
pair (available in Supplementary file 2).

Analyses
We explored the association between the correlations 
from the empirical data and NLP-derived similarity 
scores by doing the following:

First, we randomly split the dataset into training (80% 
of item-pairs) and testing samples (20% of item-pairs). 
Using the training sample, we produced a scatterplot to 
visualise the relationship between the cosine and cor-
relation scores, and then calculated the Pearson cor-
relation between the two indices. Next, we estimated a 
linear regression model, with cosine scores as the pre-
dictor and correlation coefficients as the outcome vari-
able. We then tested this model in the holdout sample, 
and calculated the mean absolute error (MAE), and Root 
Mean Squared Error (RMSE), the Median Absolute Error 
(MedAE) between what was predicted by our model and 
the observed correlation coefficients in the holdout sam-
ple. These errors were visualised as a violin plot. All of 
the above analyses were conducted in R version 4.3.1 and 
visualisations were produced using the ggplot2 package 
[30].

Next, to examine the ability of NLP to uncover com-
plex structures using questionnaire meta-data, we 
estimated and visualised matrices of the item-pair cor-
relations and cosine scores as separate graphical net-
works using the full dataset (N = 741). In the network 
of cosine scores, nodes (points in space) represented 
questions, and edges (connections between nodes) 
reflected the cosine similarity scores between a given 
pair of questions, with thicker and more saturated lines 
indicating higher cosine values. We estimated two ver-
sions of the correlation network – a bivariate/pairwise 
correlation network, and a regularised partial corre-
lation network. In the bivariate network, nodes rep-
resented questionnaire variables and edges reflected 
the strength of the correlations between nodes. In the 
regularised partial correlation network, edges can be 
interpreted as partial correlation coefficients, with 
line thickness and saturation reflecting the strength 
of association between two symptoms after control-
ling for all other symptoms in the network. In this net-
work, a LASSO penalty was applied to the edges, which 
shrinks edges and sets very small connections to zero. 
This is a commonly employed approach in the estima-
tion of networks of mental health data, as it produces a 
sparse network structure that balances parsimony with 
explanatory power [31]. The LASSO utilizes a tuning 
parameter to control the degree of regularization that 
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is applied. This is selected by minimizing the Extended 
Bayesian Information Criterion  (EBIC). The degree to 
which the EBIC prefers simpler models is determined 
by the hyperparameter γ (gamma) – this was set to the 
recommended default of 0.5 in the present study [31]. 
For further detailed information on the estimation 
of regularised partial correlation networks, we refer 
readers elsewhere [31, 32]. The networks in the pre-
sent study were estimated and visualised in R using the 
qgraph package [33].

After estimating the cosine and correlation networks, 
we used the walktrap community detection algorithm 
[34] to identify communities or clusters of nodes within 
the three networks. Walktrap is a bottom-up, hierarchi-
cal approach to uncovering structures within networks. 
The central idea of walktrap is to simulate random walks 
within a given network. Random walks start from a par-
ticular node and traverse the network by moving to a 
neighboring node at each step, following edges randomly. 
This process is repeated for multiple random walks initi-
ated from each node in the network. Walktrap is based 
on the idea that nodes within the same community will 
have similar random walk patterns and thus be close to 
each other in the clustering. We ran the walktrap algo-
rithm using the igraph package, taking the weighting of 
edges into account, with the default number of four steps 
per random walk. Research has shown that the walktrap 
method produces similar results to other methods for 
uncovering underlying structures in multivariate data 
(e.g. exploratory factor analysis, parallel analysis) [35]. 
However, the walktrap algorithm can produce a cluster-
ing outcome, even in scenarios involving entirely random 
networks. Consequently, we calculated the modularity 
index Q [36] to assess the clarity and coherence of the 
clustering solutions identified. In real-world data, Q typi-
cally ranges from 0.3 to 0.7, with values closer to 0.3 indi-
cating loosely defined communities, while those around 
0.7 indicate well-defined and robust community struc-
tures [36].

While the LASSO networks offer a more conservative 
and interpretable structure than networks consisting 
of bivariate correlations, to our knowledge, there is no 
equivalent approach for networks of cosine scores. Fur-
thermore, there are no guidelines for determining when 
two questions are considered ‘similar enough’ based on 
their cosine similarity score. To address this, we con-
ducted sensitivity analyses in which we manually set 
small edges (cosine vales) to zero, to produce increasingly 
sparse networks. We estimated five additional cosine 
networks, removing any connections with edge weights 
below certain thresholds. These thresholds ranged from 
0.2 up to 0.6. For each of these networks we also tested 
for community structures and modularity.

Results
The mean inter-item correlation coefficient in the train-
ing sample was r = 0.64 (SD = 0.07), and the mean cosine 
value was 0.39 (SD = 0.14). Distributions of these values 
are presented in Figure S1. The Spearman correlation 
coefficients appeared relatively normally distributed, 
whereas the cosine scores were slightly positively skewed. 
However, skewness and kurtosis values were in accepta-
ble ranges (Figure S1). Figure 2 plots the cosine score and 
Spearman correlation coefficient of each of the question-
pairs in the training sample. The correlation between 
the cosine and Spearman values was 0.48 (p < 0.001; 
95% CI = 0.42—0.54), indicating a moderate correlation 
between the two values.

The Rainbow test for non-linearity was conducted, 
and confirmed that the linear regression model was 
appropriate for the data (F = 0.75; p = 0.99). In the lin-
ear regression model, cosine scores were a significant 
predictor of item-pair correlations (b = 0.27, a = 0.54, 
R2 = 0.23, F[1, 590] = 179.8, p < 0.01). Next, using the 
20% holdout sample, we calculated the mean absolute 
errors (MAE) between what was predicted by our model 
and the observed correlation scores. The MAE was 0.05 
(SD = 0.04), and the error values are visualised as a violin 
plot in Fig. 3. This indicates that when using the seman-
tic similarity between items to predict the actual corre-
lation between participant answers, the model will on 
average have an error of ± 0.05, which can be considered 
a minor error. We also calculated the Median Absolute 
Error (MedAE), and Root Mean Squared Error (RMSE), 
which are less sensitive to outliers. Both MedAE (0.04) 
and RMSE (0.064) also suggested a low level of error in 
our predictive model.

Fig. 2 Scatterplot of cosine scores and Spearman correlation 
coefficients from item-pairs in the training sample (N = 592). Each 
dot represents the value of the cosine score (x-axis) and correlation 
coefficient (y-axis) of a specific item-pairing
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The cosine, bivariate and LASSO networks are pre-
sented in Fig.  4. As could be expected, the LASSO net-
work was considerably more sparse than the other two. 
A full breakdown of the clustering of items (including 
exact question wording) is presented in Supplementary 
Tables  3, 4 and 5. In the bivariate correlation network, 

only two clusters were identified – a cluster dominated 
by PTSD and self-harm items, and a cluster consisting 
of the remaining items. In the cosine network, four clus-
ters were detected. The first cluster consisted of the four 
avoidance and re-experiencing items from the ITQ. The 
second cluster captured several items related to worry 
and anhedonia. The third cluster included items related 
to sleep disturbances, fatigue, difficulty relaxing and con-
centrating. The final cluster of nodes captured a broad 
array of negative affectivity and psychological distress.

The LASSO network produced a 5-cluster solution. 
Cluster 1 (PTSD) consisted of all six items of the ITQ. 
Cluster 2 was formed of four items capturing restlessness 
and thoughts of self-harm. The third cluster was formed 
of three items capturing concentration problems. Clus-
ter 4 included items that broadly related to feelings of 
negative affect (e.g. low mood, guilt, worthlessness, hope-
lessness). The fifth cluster tapped difficulties with sleep, 
appetite and fatigue. The final cluster had six items from 
the GAD-7 and six items from the IAQ and broadly cap-
tured general anxiety.

The modularity (Q) values were extremely low for the 
bivariate correlation (0.01) and cosine (0.04) networks. 
By contrast, the Q index in the LASSO network was 
0.49, indicating a moderately well-defined and robust 

Fig. 3 Violin plot of absolute error values between predicted 
and observed correlation scores in holdout sample (N = 149)

Fig. 4 Cosine, correlation and LASSO networks. Cosine and LASSO networks based on full dataset (N = 741)
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community structure. Networks, community structures 
and Q indices for the cosine networks with different 
threshold applied to the edges are presented in the Figure 
S2. The interpretability of clusters, along with modularity, 
increased considerably as smaller edges (i.e. cosine val-
ues) were set to zero in the networks. When cosine values 
of less than 0.5 were set to zero, the Q index was pushed 
above the 0.3 value, suggesting a non-random clustering 
of nodes. When setting the threshold at cosine values of 
0.6 or greater, Q rose to 0.52, suggesting a well-defined 
community structure. However, when the threshold was 
set this high, many nodes did not have any connections 
to the broader network.

Discussion
The present study aimed to test the degree with which 
NLP measures of semantic similarity were associated 
with correlations in real-world mental health question-
naire data. We found a moderate correlation between 
cosine similarity indices (produced by the Sentence-
BERT model) and Spearman coefficients for the same 
item-pairs in a battery of 39 mental health questions. In 
our holdout sample, we found that the cosine score of an 
item-pair could predict the real-world correlation coeffi-
cient with a mean error of ± 0.05. These findings suggest 
that cosine scores can, with reasonable accuracy, predict 
bivariate correlations between pairs of mental health 
questionnaire items.

Our second aim was to explore whether NLP could 
uncover more complex structures underlying mental 
health questionnaire data. Low modularity in the cosine 
network coupled with the general inconsistency/vague-
ness of the clustering solution suggested that our NLP 
tool performed poorly in this regard. This was due to 
the high level of connectivity that was observed when 
all cosine scores were included in the network. This was 
in stark contrast to the LASSO network, which imposed 
a penalty on the smallest edges, and therefore had high 
modularity and produced interpretable and meaning-
ful clusters. Indeed, when thresholds were applied to 
the edges included in the cosine networks, more clearly 
defined communities of nodes emerged, and modular-
ity indices improved to the 0.3—0.7 range that deemed 
acceptable in real-world data [36]. While further research 
(e.g. simulation work) is required to determine how best 
to apply thresholds to cosine similarity indices in this 
context, our findings suggest that NLP methods offer 
promise in identifying clusters of related variables based 
solely on meta-data. As such, NLP may become a use-
ful means of approximating correlations between mental 
health items and scales prior to expensive data collection.

Overall, our findings provide initial support for using 
NLP as a means of identifying candidate questionnaire 

items for retrospective harmonisation. However, it is 
important to note that simply identifying questions 
based on their semantic similarity does not guarantee 
the psychometric equivalence of measures. There are 
many sources of bias that can threaten the comparabil-
ity of results across different data sources. For instance, 
methods of administration (e.g. online vs pen and paper) 
or differences in response options can influence how 
participants answer questionnaires [37]. Furthermore, 
different groups or populations may interpret questions 
differently or respond in systematically different ways 
[38]. Therefore, we recommend that researchers explic-
itly test the equivalence of conceptually similar items in 
their data before they are used for cross-study research. 
There are various methods commonly used for such pur-
poses, such as item response theory (IRT) and multiple 
group confirmatory factor analysis (CFA). Broadly, these 
approaches estimate latent variable measurement mod-
els of a given construct (e.g. depression) in two or more 
groups (e.g. samples from two different studies). Increas-
ingly stringent equality constraints are then placed on 
the measurement parameters in the two groups, which 
are used to test the plausibility that the items are equiva-
lent and therefore meaningful comparisons can be made 
across groups [38]. However, it is also worth noting that 
NLP models are developing rapidly, therefore the accu-
racy with which they could be used mirror real-world 
correlations could be expected to increase.

Our findings suggest there is immense potential for NLP 
to influence various areas of questionnaire based research. 
As demonstrated here, NLP could be used to identify can-
didate items for retrospective harmonisation. NLP tools 
such as Harmony could also be integrated with data dis-
coverability tools to help researchers find and pool data 
from different sources. In addition, it would be relatively 
straightforward to adapt NLP models to facilitate scale 
development and validation; e.g. by identifying and com-
paring the semantic overlap of different pools of items.

Strengths and limitations
The present study had a number of strengths. Our empiri-
cal data were drawn from a representative UK sample of 
adults. Our questionnaire battery contained overlapping 
measures (i.e. two measures of depression, two measures 
of anxiety), and these were completed by the same par-
ticipants – meaning our data were well-suited for testing 
semantic similarity and inter-item correlations. In terms 
of limitations, the present findings, including our predic-
tive model, generalise only to the present battery of items 
within a community sample. The use of Harmony in other 
areas of research would require further validation using a 
broader range of questionnaires and topics (e.g. wellness, 
personality). Similarly, further validation in clinical samples 
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may be required if Harmony is to be used to pool data from 
clinical studies. Second, our study relied on commonly 
used measures that were developed in Western contexts 
– therefore it is unclear whether similar results would be 
produced across different languages and culturally sensitive 
questionnaires. Third, our findings are based solely on the 
Sentence-BERT model [20], and it is possible that alterna-
tive NLP models could produce different results. Fourth, 
although Harmony is sensitive to antonyms (i.e. sentences 
that convey opposite meanings are coded with negative 
cosines), further validation work is required to explicitly 
compare the tools ability to match antonyms and syno-
nyms. However, recent research suggests that the BERT 
model is accurate at identifying antonyms [39].

Conclusion
To the best of our knowledge, this is the first study to 
explore whether NLP methods can be used to match pairs 
of items from mental health questionnaires based on their 
semantic content, and whether these matches align with 
real-world inter-item correlations. Our findings indicate 
that NLP matches, expressed as cosine indices of similarity, 
can predict bivariate correlations with a reasonable degree 
of accuracy. Our NLP model was also able to identify more 
complex underlying structures within our data, however 
this required manual constraints to be placed on the edges 
that were included int the network, and therefore further 
research is required to establish best practices in this regard. 
Overall, these findings suggest that NLP can be a useful tool 
for researchers who wish to identify similar items for cross-
study pooling of data. However, it remains important to 
explore the psychometric equivalence of candidate items.

Abbreviations
C19PRC  COVID-19 Psychological Research Consortium
CFA  Confirmatory factor analysis
EBIC  Extended Bayesian Information Criteria
GAD-7  Generalised Anxiety Disorder Assessment
IAQ  International Anxiety Questionnaire
IDQ  International Depression Questionnaire
IRT  Item response theory
ITQ  International Trauma Questionnaire
LASSO  Least absolute shrinkage and selection operator
MAE  Mean absolute error
NLP  Natural language processing
PHQ-9  Patient Health Questionnaire-9
Sentence-BERT  Sentence Bidirectional Encoder Representations from 

Transformers

Supplementary Information
The online version contains supplementary material available at https:// doi. 
org/ 10. 1186/ s12888- 024- 05954-2.

Supplementary Material 1.

 Supplementary Material 2.

 Supplementary Material 3.

Acknowledgements
We are grateful to all participants of the C19PRC study.

Authors’ contributions
All authors were responsible for the study concept and design. EM, MS, and 
TW undertook the data management. EM undertook the statistical analyses. 
All authors interpreted the results. EM drafted the initial manuscript. All 
authors critically reviewed the manuscript and approved the submitted 
version.

Funding
This work was supported by the Wellcome Trust (grant number 
226697/Z/22/Z). Dr. Mauricio Scopel Hoffmann is supported by the United 
States National Institutes of Health grant R01MH120482 under his post-doc-
toral fellowship at UFRGS.

Availability of data and materials
The data and meta-data from the C19PRC study can be found at https:// osf. 
io/ v2zur/. The correlation and cosine values used in the present analyses are 
available in Supplementary file 2.

Declarations

Ethics approval and consent to participate
Wave 6 of the COVID-19 Psychological Research Consortium (C19PRC) study 
was granted ethical approval by the University of Sheffield [Reference number 
033759]. Each participant provided written informed consent through the 
online interface before commencing the survey.

Consent for publication
Not applicable.

Competing interests
The authors declare no competing interests.

Author details
1 School of Psychology, Ulster University, Coleraine, UK. 2 Fast Data Science, 
London, UK. 3 School of Computing, Ulster University, Belfast, UK. 4 Centre 
for Longitudinal Studies, University College London, London, UK. 5 Department 
of Neuropsychiatry, Universidade Federal de Santa Maria (UFSM), Avenida 
Roraima 1000, Building 26, office 1353, Santa Maria 97105-900, Brazil. 6 Gradu-
ate Program in Psychiatry and Behavioral Sciences, Universidade Federal Do 
Rio Grande Do Sul, Rua RamiroBarcelos 2350, Porto Alegre 90035-003, Brazil. 
7 Mental Health Epidemiology Group (MHEG), UFSM, Santa Maria, RS, Brazil. 
8 Care Policy and Evaluation Centre, London School of Economics and Political 
Science, London, UK. 9 National Center for Innovation and Research in Mental 
Health, São Paulo, Brazil. 

Received: 15 January 2024   Accepted: 8 July 2024

References
 1. Curran PJ, McGinley JS, Bauer DJ, Hussong AM, Burns A, Chassin L, et al. 

A moderated nonlinear factor model for the development of com-
mensurate measures in integrative data analysis. Multivar Behav Res. 
2014;49(3):214–31.

 2. Campbell OLK, Bann D, Patalay P. The gender gap in adolescent mental 
health: a cross-national investigation of 566,829 adolescents across 73 
countries. SSM - Popul Health. 2021;13:100742.

 3. Gondek D, Bann D, Patalay P, Goodman A, McElroy E, Richards M, et al. 
Psychological distress from early adulthood to early old age: evidence 
from the 1946, 1958 and 1970 British birth cohorts. Psychol Med. 
2022;52(8):1471–80.

 4. McElroy E, Tibber M, Fearon P, Patalay P, Ploubidis G. Socioeconomic and 
sex inequalities in parent-reported adolescent mental ill-health: Time 
trends in four British birth cohorts. Open Science Framework; 2022. Avail-
able from: https:// osf. io/ 3zn2h. Cited 2022 Dec 12.

https://doi.org/10.1186/s12888-024-05954-2
https://doi.org/10.1186/s12888-024-05954-2
https://osf.io/v2zur/
https://osf.io/v2zur/
https://osf.io/3zn2h


Page 9 of 9McElroy et al. BMC Psychiatry          (2024) 24:530  

 5. Catalogue of Mental Health Measures team. Catalogue of mental health 
measures. 2023. Available from: https:// www. catal oguem ental health. ac. uk/.

 6. O’Neill D, Benzeval M, Boyd A, Calderwood L, Cooper C, Corti L, et al. 
Data resource profile: Cohort and Longitudinal Studies Enhancement 
Resources (CLOSER). Int J Epidemiol. 2019;48(3):675–676i.

 7. Datamind team. Datamind. 2023. Available from: https:// datam ind. org. uk/.
 8. Boyd A, Flaig R, Oakley J, Campbell K, Evans K, McLachlan S, et al. The 

UK Longitudinal Linkage Collaboration: a trusted research environment 
for the longitudinal research community. Int J Popul Data Sci. 2022;7(3). 
Available from:  https:// ijpds. org/ artic le/ view/ 2046. Cited 2023 Dec 5.

 9. Santor DA, Gregus M, Welch A. FOCUS ARTICLE: eight decades of meas-
urement in depression. Meas Interdiscip Res Perspect. 2006;4(3):135–55.

 10. Fried EI. The 52 symptoms of major depression: lack of content overlap 
among seven common depression scales. J Affect Disord. 2017;208:191–7.

 11. Fortier I, Raina P, Van Den Heuvel ER, Griffith LE, Craig C, Saliba M, et al. 
Maelstrom Research guidelines for rigorous retrospective data harmoni-
zation. Int J Epidemiol. 2016;46:dyw075.

 12. McElroy E, Villadsen A, Patalay P, Goodman A, Richards M, Northstone 
K, et al. Harmonisation and measurement properties of mental health 
measures in six British cohorts. London: CLOSER; 2020.

 13. Costello EJ, Angold A. Scales to assess child and adolescent depres-
sion: checklists, screens, and nets. J Am Acad Child Adolesc Psychiatry. 
1988;27(6):726–37.

 14. Radloff LS. The CES-D scale: a self-report depression scale for research in 
the general population. Appl Psychol Meas. 1977;1(3):385–401.

 15. Hoffmann MS, Moore TM, Axelrud LK, Tottenham N, Pan PM, Miguel EC, 
et al. An evaluation of item harmonization strategies between assess-
ment tools of psychopathology in children and adolescents. Assessment. 
2023;12:107319112311631.

 16. Hoffmann MS, Moore TM, Axelrud LK, Tottenham N, Rohde LA, Milham 
MP, et al. Harmonizing bifactor models of psychopathology between 
distinct assessment instruments: reliability, measurement invariance, and 
authenticity. Int J Methods Psychiatr Res. 2023;32(3):e1959.

 17. Rutter M, Tizard J, Whitmore K. Education, health and behaviour. London: 
Longman; 1970.

 18. Goodman R. The Strengths and difficulties questionnaire: a research note. 
J Child Psychol Psychiatry. 1997;38(5):581–6.

 19. McElroy E, Moltrecht B, Scopel Hoffmann M, Wood T A, Ploubidis GB. 
Harmony – A global platform for contextual harmonisation, translation 
and cooperation in mental health research. Open Science Framework; 
2023. Available from: https:// osf. io/ bct6k/.

 20. Reimers N, Gurevych I. Sentence-bert: Sentence embeddings using 
siamese bert-networks. 2019.

 21. McBride O, Butter S, Martinez AP, Shevlin M, Murphy J, Hartman TK, et al. 
An 18-month follow-up of the Covid-19 psychology research consortium 
study panel: Survey design and fieldwork procedures for Wave 6. Int J 
Methods Psychiatr Res. 2023;32(2):e1949.

 22. Kroenke K, Spitzer RL, Williams JBW. The PHQ-9: Validity of a brief depres-
sion severity measure. J Gen Intern Med. 2001;16(9):606–13.

 23. Kroenke K, Spitzer RL, Williams JB, Löwe B. The patient health question-
naire somatic, anxiety, and depressive symptom scales: a systematic 
review. Gen Hosp Psychiatry. 2010;32(4):345–59.

 24. Spitzer RL, Kroenke K, Williams JB, Löwe B. A brief measure for assess-
ing generalized anxiety disorder: the GAD-7. Arch Intern Med. 
2006;166(10):1092–7.

 25. Johnson SU, Ulvenes PG, Øktedalen T, Hoffart A. Psychometric properties 
of the general anxiety disorder 7-Item (GAD-7) scale in a heterogeneous 
psychiatric sample. Front Psychol. 2019;6(10):1713.

 26. Shevlin M, Hyland P, Butter S, McBride O, Hartman TK, Karatzias T, et al. 
The development and initial validation of self-report measures of ICD-11 
depressive episode and generalized anxiety disorder: the international 
depression Questionnaire (IDQ) and the International Anxiety Question-
naire (IAQ). J Clin Psychol. 2023;79(3):854–70.

 27. Cloitre M, Shevlin M, Brewin CR, Bisson JI, Roberts NP, Maercker A, et al. 
The International Trauma Questionnaire: development of a self-report 
measure of ICD-11 PTSD and complex PTSD. Acta Psychiatr Scand. 
2018;138(6):536–46.

 28. Redican E, Nolan E, Hyland P, Cloitre M, McBride O, Karatzias T, et al. A sys-
tematic literature review of factor analytic and mixture models of ICD-11 
PTSD and CPTSD using the international trauma questionnaire. J Anxiety 
Disord. 2021;79:102381.

 29. Sele P, Hoffart A, Bækkelund H, Øktedalen T. Psychometric proper-
ties of the International Trauma Questionnaire (ITQ) examined in a 
Norwegian trauma-exposed clinical sample. Eur J Psychotraumatology. 
2020;11(1):1796187.

 30. Wickham H. ggplot2. Wiley Interdiscip Rev Comput Stat. 2011;3(2):180–5.
 31. Epskamp S, Fried EI. A tutorial on regularized partial correlation networks. 

Psychol Methods. 2018;23(4):617.
 32. Epskamp S, Borsboom D, Fried EI. Estimating psychological networks and 

their accuracy: a tutorial paper. Behav Res Methods. 2018;50:195–212.
 33. Epskamp S, Cramer AO, Waldorp LJ, Schmittmann VD, Borsboom D. 

qgraph: Network visualizations of relationships in psychometric data. J 
Stat Softw. 2012;48:1–18.

 34. Pons P, Latapy M. Computing communities in large networks using 
random walks. In: Computer and Information Sciences-ISCIS 2005: 20th 
International Symposium. October 26-28, 2005. Proceedings 20. Istanbul: 
Springer; 2005. pp. 284–93.

 35. Golino HF, Epskamp S. Exploratory graph analysis: a new approach for 
estimating the number of dimensions in psychological research. PLoS 
ONE. 2017;12(6):e0174035.

 36. Newman ME, Girvan M. Finding and evaluating community structure in 
networks. Phys Rev E. 2004;69(2):026113.

 37. Patalay P, Hayes D, Deighton J, Wolpert M. A comparison of paper and 
computer administered strengths and difficulties questionnaire. J Psycho-
pathol Behav Assess. 2016;38:242–50.

 38. Putnick DL, Bornstein MH. Measurement invariance conventions and 
reporting: the state of the art and future directions for psychological 
research. Dev Rev. 2016;41:71–90.

 39. Niwa A, Nishiguchi K, Okazaki N. Predicting Antonyms in Context using 
BERT. In: Proceedings of the 14th International Conference on Natural 
Language Generation. Aberdeen, Scotland, UK: Association for Compu-
tational Linguistics; 2021. p. 48–54. Available from:  https:// aclan tholo gy. 
org/ 2021. inlg-1.6. Cited 2024 Apr 15.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.

https://www.cataloguementalhealth.ac.uk/
https://datamind.org.uk/
https://ijpds.org/article/view/2046
https://osf.io/bct6k/
https://aclanthology.org/2021.inlg-1.6
https://aclanthology.org/2021.inlg-1.6

	Using natural language processing to facilitate the harmonisation of mental health questionnaires: a validation study using real-world data
	Abstract 
	Background 
	Methods 
	Results 
	Conclusions 

	Introduction
	Methods
	Data
	Measures
	Pre-processing
	Analyses

	Results
	Discussion
	Strengths and limitations

	Conclusion
	Acknowledgements
	References


